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From Biological to Digital Organs: A Design Space for Human-Machine
Integration
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It’s not a new concept to combine technology with the human body. In light of technological breakthroughs, increased real-world
deployments, and expanding ethical and societal ramifications, it is pivotal to comprehend how integration technology will influence
user interaction. Moreover, when we shift from the familiar perspective of human-computer interaction to views of human-computer
integration or augmentation that are still developing, new research topics and design alternatives emerge. In this paper, we propose the
idea of devices becoming “digital organs” that act on the boundaries of conscious attention. We discuss a design space that attempts to
map the parameters governing the design of bodily integration systems, as well as directions to create appropriate experiences.
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1 INTRODUCTION

Interactive computing systems with sensory fusion technologies, can eliminate the strict boundary (in form of displays
and input devices) that distinguishes humans from machines, and through bio-sensing (e.g., skin conductance, heart
rate, brain potentials, and so forth), can understand the user’s implicit, precognitive demands. This type of physiological
sensing and output allows systems to infer users’ states in addition to health-related applications (e.g., task engagement,
anxiety, workload, and so forth) and act accordingly. A variety of strategies have lately emerged that can also boost
physiological activity (e.g., electrical muscle stimulation, galvanic vestibular stimulation, transcranial stimulation). This
essentially allows HCI researchers to create new forms of interactive system that directly reads and controls the user’s
body.

The line between physiological and computing mechanisms has become more blurred as a result of on-body and
wearable gadgets. These systems extend the experienced human body and are perceived through embodiment. There are
implanted devices [7], ingested devices [12], or epidermal electronics [21], as well as devices which extend or manipulate
the body [23], or stimulate mid-air sensation [22]. Sensor miniaturization has resulted in commercial wearables that
monitor and interpret physiological inputs, such running bracelets, sleep trackers, and heartbeat watches, in addition to
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advanced in-lab setups. To name a few examples, glasses (e.g., Google Glass), shoes (e.g., Adidas GMR Play Connected),
armband (e.g Myo Gesture Control) and jewelry (e.g., Oura) that have proximal and persistent touch with our skin
have enabled computing systems to sense and reconstruct our physiological activity. Nonetheless, due to a number of
outstanding constraints in the field, these systems remain isolated examples.

The user and the technology could form a tightly coupled system to appropriately comprehend and co-shape the
interaction within a larger physical, digital, and social context. In order for these systems to work in tandem with
people, they must have some level of autonomy that must be coordinated with the user. To progress on the path of
better integration between users and technology, we propose the concept of ""digital organs” – Identical like your
organs, which do not require your conscious control. Also, these system’s real-time feedback must also be in sync with
the user’s experiences. Imagine the idea of monitoring battery status of integrated devices as “digital organ”: instead of
deliberately checking the battery status, you could feel it in your body as dehydration or heat exchange and thereby
receive the signal implicitly. It’s analogous to having “digital organs”, which work similarly to real organs in terms of
sensing and actuation, resulting in a strong sense of embodiment.

There are many open challenges in the field specially when it comes to striking a balance between precise sensing/
actuation, longevity of usage, feedback modalities and user experience. A more collaborative and holistic approach
is needed in order for the field to mature. Our work highlights factors and challenges that may affect the design,
user experience and acceptance of physiological input/ output systems, particularly the agency’s experience. Our key
contribution is an understanding of the relationship between particular characteristics and related user experience.
We argue that a deeper knowledge of the relationship between physiological input/output system characteristics and
associated user experience would provide a solid foundation for future applications.

2 BACKGROUND

The concept of system-user integration can be found in the history of computing, art, philosophy, neuroscience, and
even science fiction. Closed-loop machine systems were inspired by Norbert Wiener’s cybernetics movement, and
examples of devices integrating with the user’s body can be found virtually from the beginning of the field of interactive
computing [11]. Licklider’s "(Hu)manComputer Symbiosis," based on cybernetics ideas, proposed that "cooperation
between users and machines was an expected development," and that this would necessitate a "very close coupling
between the human and the electronic member of the partnership," alluding to notions of body-integration [13]."

The bodily "integration" can be viewed from two perspectives : bystander vs. user perspective. Bystanders have a
board and indirect view of the system. Users have a more direct and hands-on experience with the system. A man
riding a bike, for example, is perceived as a single entity by a bystander, whereas the man on the bike is aware of the
distinction. Whereas skin-worn sensors [25] fostering direct and discreet interaction could be perceived as a single
entity by both bystander and the user. Consequently, we ask: How can we design technologies in which humans and

machines are indistinguishable, not just from the standpoint of bystanders, but also from the human’s own perspective?

Wearables today are typically constructed with a rigid form factor that limits their positioning on the user’s body.
As a result, they have restricted access to information and are not effectively integrated into the body. Flexible and
stretchable electronics are being used in epidermal electronics and interactive textiles, allowing for stronger fusions
with the human body, such as electrical muscle stimulation (EMS). EMS can be used to convey object affordances
[16], initiate direct user movements [14, 15], or to provide haptic feedback [17], by varying stimulus characteristics
(e.g., amplitudes, pulse widths, and frequencies). The essential distinction between a movement accelerated by muscle
actuation technology and one that is not (e.g., during voluntary training) is the absence of agency experienced, i.e.,
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the user is moved by the system rather than being self-propelled [10]. This might be a major roadblock to widespread
adoption of such technologies as they bypass the cognitive system, negatively affecting user experience. As a community
we need to tackle the question of ’How can we design physiological input/ output interactions to preserve a high sense of

agency?’. We identify the following gaps and challenges in knowledge for further investigation.

3 A DESIGN SPACE FOR INTEGRATED INPUT/ OUTPUT SYSTEMS

To elucidate the design space, we leaned on the three dimensions of physiological input/ output systems i.e., perspective
on the y-axis and interaction to integration and feedback modality on the x-axis as shown in Figure 1. The far left
and far right of the x-axis indicate explicit and implicit feedback. Similarly, the top-end and bottom-end of the y-axis
indicate bystanders and users, respectively. The gradient backdrop representing the transition from interaction to
integration, which conveys the blurriness between the systems. Unobtrusive feedback that is abstract in nature is
referred to as implicit feedback [8]. Clear and explainable feedback in the form of visuals or audio alongside haptic
feedback is referred to as explicit feedback [1].

The Motion Echo Snowboard [19] is a technology that helps snowboarders learn to balance their body weight. It has
been developed to display LEDs on the board, which snowboarders must interpret and learn about how effectively they
are balancing their weight by looking down. Juggling in VR study uses virtual balls, audio and controller’s in-built
haptic actuators as a form of sensory substitution [2]. They provide the user with explicit feedback. Exoskeletons [20],
muscle simulation [15], and transdermal technologies [6, 26] are all moving in the direction of more implicit feedback.
Deep implants, such as pacemakers or cerebral shunts [3], and pass-through technology [5], on the other hand, are
fully implicit.

As the technology matures and applies to various domains, we predict that existing design criteria (e.g., safety) will
have to co-adapt with other factors (e.g., form factor, modality, user and task needs). There is minimal clear precedent
for the interaction challenges that arise from operating just beneath or just above the user’s awareness, as well as just
ahead or just behind the user’s intent [18]. We suggest that shared understandings and methodologies be developed for
designing, developing, refining, testing, and assessing systems that interact directly with the body, specially operating
on a ""digital organs" paradigm.

3.1 Sense of Agency

Such interfaces, from a philosophical standpoint, raise the basic question of who is accountable for an action, as they
may interfere with a person’s free will. It’s crucial to determine what parts of the system should be provided with
agency and to what extent. It must be designed in such a way that the technology acts as an extension of the body while
displaying minimal or no autonomous behavior at which one can interact in a reflexive manner. While the question of
agency is a major challenge for physiological input/ output, we argue it is also a design opportunity.

This problem can be overcome from a neurobiological standpoint. Intentional binding provides us with a tool from
neuroscience for evaluating these phenomena quantitatively [4]. However, we find that the design space is not yet well
understood as more and more interfaces find new configurations for shared agency [9]. A design framework might
therefore be useful to guide designers regarding both, where and how to endow a system with agency.

3.2 User Acceptance

One of the most critical factors in determining whether technology succeeds or fails is user acceptance [24]. The
comparison of overall experience to task immersion is a intriguing area to pursue in order to better understand the
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Fig. 1. Some examples of Physiological input/ output systems placed across our framework: a) Juggling in VR [2] b) Exoskeleton [20]
c) ChewIt [5] d) Motion Echo Snowboard [19] e) Tacttoo [26] f) Pacemaker [3]

overall appropriateness of such systems as a physiological input/ output paradigm. Is such a technology too obstructive to

be considered a viable HCI paradigm? Our group conducted a user study to capture users’ feedback on the acceptance of
EMS technology. We derived four EMS-based interaction scenarios that differ along the dimensions of Controllability,
Intrusiveness, Continuity, Safety-criticality and Bi-directionality. Users were apprehensive about giving up control, and
long-term exposure and intrusive nature were rejected. Consequently, balancing between locus of control as well as
(sub)conscious in- and output will be a key issue to realize human-machine symbiosis in form of “digital organs”.

4 CONCLUSION

We discovered that physiological input/output systems are designed in a variety of ways, which could make comparison,
evaluation as well as conceptualizing the design space, difficult. In this paper, we present a design space that aids in
the design process and allows for better communication of ideas through a shared understanding. The key questions
we ask are ’How can we create technology that blur the lines between humans and machines while maintaining a sense

of agency?’ and ’How far should a machine go in an attempt to understand a human in real time?’. We have discussed
about the advantages of using an integration lens, but it’s also important to consider the potential risks. For example
’How will conflict resolution take place in such an integrated scenario if human goals differ from machine goals in a certain

scenario?’. Our goal is to assist HCI researchers in developing integrated systems that allow users to do sensory-motor
activities without having to think about their actions. To sum up, we are thrilled about the field’s potential and how it
will influence how people interact with technology, and we would welcome feedback on the concept of “digital organs”
emerging in discussions at the proposed workshop.
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